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A B S T R A C T

The additive manufacturing (AM) process metal powder bed fusion (PBF) can quickly produce complex parts
with mechanical properties comparable to that of wrought materials. However, thermal stress accumulated
during Metal PBF may induce part distortion and even cause failure of the entire process. This manuscript is the
second part of two companion manuscripts that collectively present a part-scale simulation method for fast
prediction of thermal distortion in Metal PBF. The first part provides a fast prediction of the temperature history
in the part via a thermal circuit network (TCN) model. This second part uses the temperature history from the
TCN to inform a model of thermal distortion using a quasi-static thermo-mechanical model (QTM). The QTM
model distinguished two periods of Metal PBF, the thermal loading period and the stress relaxation period. In the
thermal loading period, the layer-by-layer build cycles of Metal PBF are simulated, and the thermal stress ac-
cumulated in the build process is predicted. In the stress relaxation period, the removal of parts from the sub-
strate is simulated, and the off-substrate part distortion and residual stress are predicted. Validation of part
distortion predicted by the QTM model against both experiment and data in literature showed a relative error
less than 20%. This QTM, together with the TCN, offers a framework for rapid, part-scale simulations of Metal
PBF that can be used to optimize the build process and parameters.

1. Introduction

This manuscript is the second in a two manuscript series (with part
1 found in [1]) describing an algorithm for the fast prediction of
thermal distortion in parts printed by the additive manufacturing (AM)
process metal powder bed fusion (PBF): also termed direct metal laser
sintering, direct metal laser melting, and metal selecting laser melting
[2]. Metal PBF uses a layer-by-layer build cycle in which at each layer:
1) a recoater blade spreads a thin layer (20–50 μm) of metal powders at
the melt plane; 2) radiant energy is applied to the melt plane by a
rastering laser to selectively melt the powder in a two-dimensional (2-

D) pattern; and 3) the part is indexed downward to accommodate a new
layer of material. As such, three-dimensional (3-D) parts with complex
features can be made with relatively low cost in a low-volume pro-
duction setting (1 – 1000 units [3]); these capabilities are especially
attuned to the low-volume, high value-added aerospace and medical
industries [3–14].

Thermal distortion is a major challenge in current Metal PBF pro-
cesses [15–18]. However, this issue may be mitigated with proper se-
lection of the part orientation during the build and the proper design of
sacrificial support structures [19–25]. However, proper design is not
intuitive, nor well-understood. What is needed is automatic, efficient
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algorithms to identify optimal orientations and support designs that
minimize part distortion, thermal stress, or any number of objectives.
However, to optimize for minimal part distortion, for instance, we must
be able to predict thermal distortion and we must make this prediction
on the order of one hundred times when using iterative optimization
algorithms. Therefore, the prediction must be sufficiently fast to com-
pute an optimal solution in a few hours on a conventional computer, a
stated design goal of various United States government entities to ex-
pand AM adoption [26–28]. In Part 1 of this two manuscript series [1],
we presented a fast thermal model using a Thermal Circuit Network
(TCN) to predict the temperature history of a part during a Metal PBF
build. In this Part 2, we present the coupling of the TCN output to a
quasi-static thermo-mechanical (QTM) model to predict the thermal
stress and ultimate part distortion. Collectively, the aim is for these two
fast models to form the objective function engine of an optimization
strategy for minimizing thermal distortion, thermal stress, or other
outputs, of as-built parts.

1.1. Select thermo-mechanical models for Metal PBF and Directed Energy
Deposition

Comparable models to our TCN/QTM framework have been devel-
oped for Metal PBF and the similar technology of Directed Energy
Deposition (DED). Here, we provide a cursory overview of a select few
thermomechanial models; we have omitted more sophisticated multi-
physics models that integrate fluid mechanics and particle migration as
there is a mismatch in length scale between these methods and the
method presented here. We classify previous attempts by the method of
analysis (dynamic or quasi-static) and the size of the simulation domain
(Table 1). We define dynamic models as thermomechanical models in
which the constitutive equations to the finite element method (FEM)
include time derivatives of the state variables. We define quasi-static
models as ones in which no time derivative terms are present.

Most existing PBF and DED thermo-mechanical models utilize a
dynamic analysis approach, with the exception by Denlinger et al [29],
which uses a quasi-static analysis. Although the thermal stress and
motion of materials adjacent to the laser spot region is dynamic [12],
the thermo-mechanical processes of stress accumulation and part dis-
tortion in the entire part behave quasi-statically; the part itself is affixed
to a substrate and thus has very low accelerations. It is appealing to
forego an accurate, but time-consuming, dynamic analysis for a series of
computationally-efficient, quasi-static analyses at time-points of in-
terest.

Additionally, existing models can be classified as either a “meso-
scale model” [30–34] or a “part-scale model” [35,36,29,37] based on
the size of the simulation domain. The meso-scale models typically
predict the evolution of thermal stress and displacement as the laser
beam scans across the first or the initial few layers of metal powder.
Since the diameter of the laser beam is approximately 100 μm, an ex-
tremely fine mesh is required to capture the physics adjacent to the
laser spot and these models do not scale well to full part models to
understand gross part deformation. On the other hand, part-scale

models attempt to simulate thermal distortion and residual stress in
considerably larger domain with sizes ranging from 10mm to
1000mm. To achieve this goal, laser energy is assumed to be applied to
a full layer at once and the influence of scanning patterns is neglected.
An exception is the use of the applied plastic strain method [35,38,39]
where the thermal strain from a meso-scale model is applied to a part-
scale model as successive, strained voxels are added to the part along
the laser scan path. The applied plastic strain method allows re-
searchers to study the effect of scan pattern; however, the temperature
history of the part is not directly simulated.

Of the existing models, only a small number have reported the
computational speed of their algorithms. To the extent to which we are
aware, all models require greater than ten hours to compute a thermal
distortion solution, making all current models ill-posed for integration
into optimization algorithms.

1.2. Select experimental validations of Metal PBF models

Only a limited number of researchers have clearly reported the
accuracy of the distortion prediction in their models. Denlinger et al.
[29] conducted a thermo-elasto-plastic analysis for a large, DED printed
part by performing a dynamic thermal analysis and a quasi-static in-
cremental analysis. Although a three-stage modeling approach was
implemented to reduce the computational time, the thermal and
thermo-mechanical model required 43 and 71 h on a 16 core computer,
respectively, and the maximum error against experiment in this study
was about 29%. Denlinger et al. [36] also developed another model that
simulated the self-annealing nature of DED, and reported relative error
ranges from 4.7% to 431% with different annealing constants. Keller
et al. reported a Metal PBF model based on the applied plastic strain
method as discussed above [35]. They reported that the simulated
distortion of three cantilever specimens with different laser scanning
patterns is almost exactly the same as the measured distortion. Zaeh
et al. compared their models to Metal PBF printed cantilevers with
different cantilever thickness, layer thickness, and initial platform
temperatures [37]. All cantilevers bent downward after being cut off
from the support structure, which is resolved by their temperature-
dependent model, but would not be resolved by a model that does not
leverage temperature information, such as the applied plastic strain
method. Wu et al. demonstrated the accurate prediction of the distor-
tion in 316 L stainless steel quadrilateral prisms in horizontal and ver-
tical directions [40]. The x, y, and z displacements at the prism surfaces
were measured by a digital image correlation method, providing some
of the most detailed maps of thermal distortion available, and this data
set is used as a comparison to our model in Section 5.4.

Thermal stress predictions of printed artifacts have been validated
by the destructive crack compliance method, non-destructive X-ray
diffraction (XRD), and neutron diffraction analyses. In early studies,
Mercelis and Kruth [41] used both a crack compliance method and XRD
to measure the thermal stress in samples. They concluded that in gen-
eral the residual stress profile consists of tensile stress at the top and
bottom of the part, and a large zone of intermediate compressive stress
in between. Yadroitsava and Yadroitsev [18,42] used XRD to measure
residual stress in samples fabricated from steel 316 L and Ti6Al4V alloy.
They concluded that (1) thermal stress along the scanning direction is
higher than that in the perpendicular directions; (2) maximum stress is
found near to the substrate; and (3) thermal stress varies considerably
from layer to layer. Recently, Wu and et al. [40] performed parametric
studies on the effects of laser scanning pattern, laser power, scanning
speed, and build direction on 316 L stainless steel artifacts manu-
factured by Metal PBF. They concluded that reduction in thermal stress
is obtained by decreasing the scan island size, increasing island-to-wall
rotation to 45 degrees, and increasing the applied energy per unit
length.

Table 1
Representative thermo-mechanical models for Metal PBF and DED.

Paper Analysis Domain (mm) Speed Relative Error

[30] Dynamic 1×1×1 / /
[31] Dynamic ∼4×4×1 / /
[32] Dynamic 5×5×4 / /
[33] Dynamic 12.2× 3.2× 1.0 / /
[34] Dynamic 20× 20×1 / /
[35] Dynamic ∼ 28×6×6 / <1%
[37] Dynamic 70× 15×12 / /
[36] Quasi-static 203.2× 47.6× 25.4 / 4.7%–431%
[29] Quasi-static 3810×457×25.4 43 h+71 h 29%
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1.3. Contributions of this work

In this work, we present a fast quasi-static thermo-mechanical
(QTM) FEM model for predicting part distortion in Metal PBF and its
validation against both our own thermal distortion and stress mea-
surements and data reported by Wu et al. [40]. In our QTM model, at
each build cycle a new layer of voxels is added with embedded tem-
perature metadata from our TCN, described in companion manuscript
part 1 [1], and this temperature data is used to perform a quasi-static
analysis of the induced thermal stress and thermal distortion (Sections 2
and 3). Additionally, the model distinguishes between the Metal PBF
build process and the part removal process. In other words, the model
can predict part distortion and stress before and after the parts are re-
moved from the substrate. We report our predicted thermal distortion
and stress for comparison to measurements on array of test artifacts and
data in [40] (Sections 4 and 5). Section 6 presents conclusions and
potential future studies.

2. Model description

2.1. Fundamental mechanical loading mechanism

It may be assumed that Metal PBF is divided into two distinct per-
iods: the thermal loading (TL) period in which the process cycles be-
tween thermal expansion and thermal contraction as each layer is ap-
plied and the stress relaxation (SR) period in which a single stress
relaxation event occurs when the part is removed from the support
structure or substrate. Fig. 1(a) demonstrates these periods, and
Fig. 1(b) demonstrates the corresponding FEM scheme.

• Thermal Loading (TL)
○ Thermal Expansion (TE):

Metal powders at the top layer are melted into a melt pool by a
laser beam, and lower layers are heated up by conduction from
the melt pool and thus expand. The top layer is in a zero-stress
state as the layer is in either a powder or liquid phase.

○ Thermal Contraction (TC):
After the melt pool is fully solidified, the part cools leading to
thermal contraction and thus the induction of thermal stress. The
top layer is now locked into place and top-layer nodes will now
have non-zero stress states.

• Stress Relaxation (SR):
After the build process is complete, parts are cut off from the sub-
strate and support structures are removed. Due to the release of
mechanical constraint, the general node in the part moves to a

relaxed stress state, but is distorted from the constrained config-
uration.

2.2. Model assumptions and abstractions

As stated in Section 1, our goal is to simulate the TL and SR periods
in a computationally efficient manner. Accordingly, we employ the
following assumptions and abstractions to simplify the analysis and
reduce computational complexity. The assumption and abstractions
match the numbering from the companion manuscript, part 1 [1],
where there is overlap.

• Assumption 1: The build process is quasi-static and thus inertia ef-
fects of materials can be neglected.

Justification: Despite the dynamic change of stress and displacement
profiles adjacent to the laser spot, the entire part remains approxi-
mately static on the substrate during the build process. This practice has
been implemented by Denlinger et al [29].

• Abstraction 1: Adjacent real build layers with similar temperatures
are modeled as one “superlayer”, indexed by i (i=1, 2, …, I), and
the deposition of one simulated superlayer represents multiple de-
position processes of real build layers.
Justification: Modeling a real build layer of ∼50 μm has a significant
computational cost. However, thermal contraction of the melt pool
physically exists in multiple layers as micrographs of Metal PBF
printed parts show that the melt pool spans approximately 4–8 real
build layers [43]. Others have used superlayers of 0.5 mm [25],
1 mm [37], and 2mm [44] and demonstrated drastic improvements
in computational efficiency with small changes in computed outputs
of distortion and residual stress. A more thorough justification of
Abstraction 1 and a convergence study comparing superlayer
thickness to computed distortion is provided in Appendix A1.

• Abstraction 2: The moving heat source from the laser beam scanning
across the powder bed is assumed to be a uniform heat input to the
topmost superlayer, as shown in Fig. 1(b).
Justification: Because the diameter of the laser beam is about
100 μm, simulating heat transfer at such a small scale prohibits
modeling entire parts in a computationally-efficient manner. Fur-
thermore, in the real Metal PBF process, the raster pattern is usually
changed at each build cycle (e.g. a default of 67° rotation in an EOS
machine), and the influence of this laser scanning pattern is aver-
aged out for a superlayer containing multiple real layers. Motivated
by [37,45], scan strategy-dependent process artifacts are assumed to
be minimized by good process designs used by industrial PBF tools.
A more thorough justification of Abstraction 2 is provided in Ap-
pendix A2.

2.3. Model Overview

Fig. 2 shows the flow chart of the QTM model which consists of two
modules: the TL module and the SR module. Each TL cycle consists of a
TC first and then a TE second (Fig. 3). This seemingly reverse order of
the TC and TE in a TL is because the powder or liquid phase of the top-
most layer during melting is assumed to be in a zero-stress state (Sec-
tion 2.1). Thermal stress is analyzed as a single quasi-static process
driven by the temperature difference at the beginning and end of the TL
period. For instance, the time instances at the beginning of each TL
period are denoted as t1, t2, t3, … and the temperature of the ith su-
perlayer at time instant tj is denoted as Ti

tj as shown in Fig. 3. The 1st
superlayer is cooled down from Tt

1
1 in the 1st TC period, and then re-

heated to Tt
1

2 in the 2nd TE period, which yields a distortion and stress
accumulation in the nodes of the 1st layer from the 1st TL period driven
by the temperature difference −T Tt t

1 1
2 1. The TC period comes after the

preceding TE period and lasts until the beginning of the next TE period

Fig. 1. Demonstration of the two distinct periods of the QTM, a cycle of thermal
loading (TL) and a stress relaxation (SR) event. (a) Physical process scheme
(scheme motivated by [41]) and (b) finite element model (The temperature on
each node at each TL cycle is obtained from the TCN model in the companion
manuscript, part 1 [1]).
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(or the end of the build process for the last superlayer), as shown by the
blue arrows in Fig. 3. During TC periods, all fused superlayers cool
down for a given period of time, which is termed the inter-layer dwell
time.The temperature history of the part – each T(•)

(•) variable – is pre-
dicted by a TCN model from the companion paper [1] (TCN Model
block from Fig. 2). In brief, parts are discretized into thermal nodes by
approximating the relative amount of vertical and horizontal heat
transfer in a given superlayer, and then principles from heat transfer
and conservation of energy are applied to each superlayer during the
Metal PBF build, producing a temperature history for each superlayer.
Part 1 [1] details the model, its underlying assumptions and abstrac-
tions, and validation against FEM thermal analysis.

After the Metal PBF process is complete, parts are physically re-
moved from the substrate and there is a stress relaxation process, which
we simulate with the SR module. Driven by the thermal stress accu-
mulated in the TL period, the removal of the mechanical constraint will
generally yield a reduction in the stress and increase in distortion. The
SR period is a non-typical structural mechanics problem because the
initial stress in the part is nonzero. Additionally, the boundary condi-
tion is a free boundary condition, which causes a singularity problem as
will be discussed in detail in Section 3.3.

2.4. Part and support material properties

The part and support structures in the QTM model are represented
by rectangular cuboidal voxels [46,47]. Fig. 4(a) and (b) show the voxel
representation of a horizontal disk and a disk at an angle of 35° to the
substrate together with their support structures. Each voxel is cate-
gorized either as a part voxel or a support voxel. Fig. 4(c) shows a voxel
used as a rectangular cuboidal element in FEM analysis.

The mechanical properties of Young’s modulus, E, and yield stress,
σY , vary with temperature. We use established mechanical property
versus temperature relationships and linearly interpolate the properties
using the average of the initial and final temperature of a node for a
given TL period as the interpolation point. Physical properties of den-
sity and thermal expansion coefficient, α, are assumed to not be tem-
perature varying.

Support structures are usually lattice structures generated under-
neath overhanging surfaces with inclination angles less than 35° to the
substrate [20,22,24,48]. The mechanical properties of support struc-
tures are complex functions of the bulk material properties, topology of
the lattice structure, and volume fraction of solid in the support
structure. Similar to other works in Metal PBF [49,50], we leverage the
simple Gibson-Ashby theory for cellular solids in this study [51] to
modify the effective material and physical properties of the supports

= = =α α E Eϕ σ ϕ σ; ; ,s s s s
Y

s
Y2 (1)

where ϕs is the volume fraction of the support.

3. Numerical implementation

3.1. Basic laws and FEM formulation

Because the thermo-mechanics of Metal PBF build process are
modeled using the quasi-static assumption, Assumption 1, the gov-
erning equation in the simulation domain Ω is

∇⋅ = Ωσ 0 in , (2a)

where σ is the stress tensor. Γ is the entire part boundary, which is
composed of sub-boundaries Γu, the boundary in contact with the
substrate, and Γt, the free boundary. J2 plasticity theory [52] is applied
with the following assumptions:

• Assumption 2: The parts are geometrically linear.
Justification: The parts in Metal PBF are usually not highly flexible
structures [53] and geometric nonlinearity is negligible.

• Assumption 3: The associative flow rule is used.
Justification: Experiments show that the associative flow rule is ac-
curate for metal materials [52].

Thus, the stress tensor σ is related to strain by

= = + +σ Cε ε ε ε ε; ,e e p T (2b)

where C is the fourth-order material stiffness tensor, and εe, εp, and εT

are the elastic, plastic, and thermal strain tensors, respectively. The
thermal strain tensor is defined as

=
⎡

⎣

⎢
⎢

−
−

−

⎤

⎦

⎥
⎥

α T T
α T T

α T T
ε

( ) 0 0
0 ( ) 0
0 0 ( )

,T

r

r

r (2c)

where α is the thermal expansion coefficient and Tr is the room tem-
perature.

The plastic strain εp is computed with the return mapping algorithm
[54] by applying the von Mises yield function with both isotropic and
kinematic hardening effects [55]

= − + − ≤f e σ β Heη η( , ) || || 2 3 [ (1 ) ] 0,p y p
0 (3a)

Fig. 2. Simulation flow chart of the quasi-static thermo-mechanical
model. The simulation runs through Module I: Thermal Loading until the total
number of superlayers I are analyzed, at which point it conducts the final
analysis in Module II: Stress Relaxation.

Fig. 3. Description of the TL module. Each TL period consists of a TE and TC
process as indicated by the temperature history of each superlayer. The tem-
perature history is imported from the TCN detailed in manuscript part 1.
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and the associative flow rule, defined by

=
∂

∂
=γ

f e
γε̇

η
η

N˙
( , )

˙ .p
p

(3b)

Here, γ is the plastic consistency parameter, N is the unit deviatoric
tensor normal to the yield surface, H is the plastic modulus, σy

0 is the
original yield stress, and β is a parameter to account for the combined
hardening effect (β =0 stands for pure isotropic hardening, β =1
stands for pure kinematic hardening, and 0< β<1 stands for com-
bined hardening). The bracket ║║ is the magnitude operator to a
tensor. The effective plastic strain ep is defined as

=e ε ε2
3

: ,p p p (3c)

where : is the double dot product operator on two tensors. The shifted
stress tensor η is defined as

= −η s σ ,back (3d)

where s is the deviatoric stress tensor and σback is the back stress which
is proportional to the plastic strain

= βHγσ̇ N2
3

˙ .back (3e)

The following shows the FEM formulation for a rectangular cuboidal
element as shown in Fig. 4(c). Each node of the rectangular cuboidal
element has four degrees of freedom (DOF): temperature T and x, y, and
z displacements denoted as u, v, and w, respectively. The temperature T
is imported from the TCN model presented in the companion manu-
script [1]. If temperature and displacement at node j are denoted by Tj,
uj, vj, wj, the temperature and displacement within the rectangular cu-
boidal element are

= =T N T T N{ } { } { } { };T T (4a)

= ⎧
⎨⎩

⎫
⎬⎭

=
⎧

⎨
⎩

⎫

⎬
⎭

=
u
v
w

N u
N v
N w

N du
{ } { }
{ } { }
{ } { }

[ ˆ ]{ },

T

T

T (4b)

where = ⋯T T T T{ } { }T
1 2 8 , = ⋯u u u u{ } { }T1 2 8 , =v{ }

⋯v v v{ }T1 2 8 , = ⋯w w w w{ } { }T1 2 8 , N{ } is the shape function,

= ⋯d u v w u v w{ } { } ,T1 1 1 8 8 8 (4c)

and N[ ˆ ] can be derived from N{ }. The incremental FEM equation can be
developed from Eq. (2a) as [55]

= −K δd F F[ ]{ } { } { },e e e
tan ext int (5a)

where K[ ]e
tan , F{ }e

ext and F{ }e
int represent the tangent stiffness matrix,

external force vector and internal force vector, respectively, and are
defined as

∫=K B Z B dV[ ] [ ] [ ][ ] ;e
Ttan tan

(5b)

∫=F B Z ε dV{ } [ ] [ ]{ } ;e
ext T

T
tan

(5c)

∫=F B σ dV{ } [ ] { } .e
Tint

(5d)

The term B[ ] can be derived from the gradient of N[ ˆ ], Z[ ]tan is the
tangent modulus matrix determined by the stress state [55], and finally
σ{ } and ε{ }T are stress and thermal strain in Voigt notation

=σ σ σ σ σ σ σ{ } { }xx yy zz yz xz xy T (5e)

= − − −ε α T T α T T α T T{ } { ( ) ( ) ( ) 0 0 0}T r r r
T (5f)

The governing equation of an element as shown in Eq (5a) is then

Fig. 4. Rectangular cuboidal voxel representation of disk artifacts for FEM analysis. (a) Horizontal orientation and (b) oriented 35° to the substrate. (c) A voxel
used as a rectangular cuboidal element in FEM analysis. The red dot and the blue arrow denote the boundary condition applied during the SR module.
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used to build the global governing equations for the TL and SR periods.

3.2. Modeling TL periods

In the thermal loading (TL) periods, the bottom of the part (or
support structures) are fixed on the substrate and other surfaces are free
to move. Thus, the boundary and initial conditions are

= ∈t Γu x x( , ) 0 on u (6a)

= ∈t Γt x x( , ) 0 on t (6b)

= ∈ ∪Ω Γu x x( , 0) 0 on (6c)

= ∈ ∪Ω Γσ x x( , 0) 0 on (6d)

where u is the displacement, t is the surface traction, σ is the stress, Γu
represents a boundary in contact with the substrate, Γt represents the
free boundary, Ω and Γ are the simulation domain and its boundary.

At the beginning of each TL period, new rectangular cuboidal ele-
ments are added to the FEM model, representing the addition of a new
superlayer. The governing equation for all deposited superlayers is the
analog of Eq. (5a).

= −K δD F F[ ]{ } { } { }tan ext int (7)

where D{ } is the nodal displacement of all deposited rectangular cu-
boidal elements, and global matrices K[ ]tan , F{ }ext , and F{ }int are ob-
tained by assembling the elemental matrices shown in Eqs. (5b), (5c),
and (5d). As more superlayers are deposited, the size of the matrices in
Eq. (7) continue to increase until the end of the build. Eq (7) is solved
by a modified version of the Newton-Raphson (NR) method using the
incremental force method with an adaptive loading step [55] to in-
crease the solver’s stability and convergence speed. NR is iteratively
solved until the norm of the right-hand side (RHS) of Eq. (7) is less than
10−6 N.

3.3. Modeling the SR period

In the SR period, the part is removed from the substrate and support
structures are removed. The boundary and initial conditions for the SR
period are

= ∈t Γt x x( , ) 0 on (8a)

= ∈ ∪Ω Γu x u x( , 0) onTL (8b)

= ∈ ∪Ω Γσ x σ x( , 0) onTL (8c)

where u is the displacement, t is the surface traction, σ is the stress, uTL
and σTL are the total displacement and stress accumulated in the TL
periods, and Γ is the boundary of the entire part domain Ω. It should be
noted that strictly enforcing the boundary condition in Eq. (8a) will
cause a singularity problem because the part is free to move and there
are an infinite number of solutions to the problem. To avoid this sin-
gularity while still allowing the part to distort freely during the SR
period, the boundary condition illustrated in Fig. 4(c) is used to con-
strain translation of a single node and rotation of two adjacent nodes,
while allowing free motion of all other nodes. First, three nodes (node
1, 2, and 4) of an arbitrary rectangular cuboidal element are located as
shown in Fig. 4(c). Node 1 is fixed along x, y and z. Node 2 is fixed
along y and z but allowed to move freely along the x direction. Node 4 is
fixed along x and z but allowed to move freely along the y direction.

The governing equation for the SR period is

= −K δD F[ ]{ } { },tan int (9a)

where D{ } is the nodal displacement of all rectangular cuboidal ele-
ments, and K[ ]tan and F{ }int are global tangent stiffness and internal
force matrices, which are obtained by assembling K[ ]e

tan in Eq. (5b) and
F{ }e

int in Eq. (5d) for all rectangular cuboidal elements. At the beginning
of the first NR iteration, the residual stress is the accumulated stress at

the completion of TL periods, and we have

∫=F B σ dV{ } [ ] { } ,e
Tint

TL (9b)

where σ{ }TL is the Voigt notation of σTL. Again, NR with adaptive
loading is applied until the norm of the RHS of Eq. (9a) is less than 10−6

N.

4. Model validation methods

This section details an array of direct and quantitative comparisons
between the TCN-QTM model (combining manuscripts parts 1 and 2)
and printed artifacts. The first validation set is an array of 316 L
stainless steel and AlSi10Mg artifacts printed by the authors in the form
of simple disks of varying dimensions. Top surface distortion and von
Mises stress are characterized by a coordinate measuring machine and
neutron diffraction. We also compare the TCN-QTM model to the de-
tailed distortion and stress quantifications of pyramid structures printed
in 316 L stainless steel [40].

4.1. Disk artifact printing

Disk samples were built from AlSi10Mg and 316 L stainless steel
powder feedstock with EOS M290®Metal PBF machines at two different
locations (AlSi10Mg at the University of Pittsburgh and 316 L at the
Johnson & Johnson Company). The EOS M290® has a build volume of
250× 250×325mm and a Yb-fiber laser with spot size of 100 μm.
Default EOS settings were used for all builds. The power and scanning
speed of the laser beam were set to 280W and 2.0 m/s for AlSi10Mg
and 195W and 1.083m/s for 316 L stainless steel. The substrate tem-
perature was set to 35 °C for AlSi10Mg and 80 °C for 316 L stainless
steel. The powder layer thickness was set to 30 μm for AlSi10Mg and
20 μm for 316 L stainless steel. An alternating scan pattern was applied,
where the scan direction was rotated by 67° between consecutive
layers. The entire build process was maintained in an ultra-high purity
argon gas and the oxygen content less than 0.1%.

Disk artifacts were printed with different materials, dimensions and
orientations to test a range of material characteristics and geometries to
validate our model over a wide design space (Case Nos. 1–14 in Table 2
and Fig. 5). Case Nos. 1–3 have the same disk geometry, but have
different perturbations to the manufacturing process. To first quantify a
variable not captured by our model, we studied the influence of build
plate location and proximity to other artifacts by printing two sets of
identically-printed, clustered disks (denoted clusters 1 and 2), and six
(AlSi10Mg) / four (316 L) disks printed individually in the center of the
build plate (Case Nos. 1 and 2 shown in Fig. 5(a)). Angled disks were

Table 2
Catalog of disk artifacts printed.

Case No. Artifact
Description

No. of
samples

Material Diameter
(mm)

Thickness
(mm)

Angle
(degree)

1 Clustered
and
centered
disks

36 AlSi10Mg 45 5 0
2 34 316 L

3 Angled
disks

2 316 L 45 5 35

4 Disks with
different
diameters

1 AlSi10Mg 55 5 0
5 1 65
6 1 70
7 1 75
8 Disks with

different
thicknesses

2 AlSi10Mg 45 1 0
9 2 2
10 2 3
11 2 10
12 2 15
13 2 20
14 2 30
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printed to test the model for a design in which the axis of symmetry of
the part is not aligned with the machine z-direction during the build
(Fig. 4(b) and Fig. 5(b)). Lastly, disks with different diameters
(Fig. 5(c), Case Nos. 4–7) and different thicknesses (Fig. 5(d), Case Nos.
8–14) tested our model with different disk geometries. A fragmented
grid support design with a tooth interface with the part was used. By
measuring a piece of support structure, we found the supports have
design parameters of a rectangular grid with 0.78mm center-to-center
spacing, 0.19mm wall thickness and a tooth interface with the part.
Support volume fraction, ϕs, is calculated to be 0.42. Different support
removal procedures were used, depending on the purpose. 316 L Ma-
terial. Case 3 and the subset of Case 2 that was dedicated to radius of
curvature (ROC) measurements used the standard protocol of industry
partner Johnson & Johnson: a bandsaw was used to separate the sup-
port from the substrate and then the support was removed from the part
by chisel and bead blast. For the subset of Case 2 dedicated to residual
stress measurement, neutron diffraction measurements were taken
when the disks were still on the substrate. AlSi10Mg Material. The ROC
measurements for the 316 L disks did not display an appreciable dif-
ference between the removed from substrate case and the support re-
moved case (data not shown); the supports use a fragmented grid pat-
tern, providing a negligible increase in the bending stiffness.
Accordingly, AlSi10Mg samples were simply removed from the sub-
strate by bandsaw and the support structure was left on.

4.2. Disk artifact characterization

The topography of the top surface of each disk artifact was mea-
sured using a general purpose Renishaw® Cyclone Series 2 coordinate
measuring machine (CMM) with a Renishaw®’s SP620 touch trigger
probe with a 3mm tip diameter both before and after the artifacts were
removed from the substrate. The CMM has a 1 μm position resolution
with axial repeatability of± 2 μm. Each measurement was repeated
three times with a different datum location at each repeat.

When built horizontally, a disk artifact bends into a “bowl” shape.
The top surface is curve fitted to a sphere using a least squares

approach, and the distortion of the disk is quantified by the radius of
curvature (ROC) of the curve fit sphere. When built at an angle to the
substrate, the disk typically bends upward with large distortion along
the major direction and small distortion perpendicular to that direction,
forming an “ellipsoidal bowl” shape. In such a case, the top surface is
curve fitted to a torus, and the distortion of the disk is quantified by the
ROC along the major direction.

Neutron diffraction residual stress measurements were performed
on the L3 diffractometer of the Canadian Neutron Beam Centre, located
in the NRU reactor, at Canadian Nuclear Laboratories. Neutrons with
wavelength of 1.508 Å diffracted from the {511} planes of a germanium
monochromator were employed. The incident beam cross-section was
set using 2mm×2mm apertures. The residual stresses within the disk
were measured when it was attached to the build plate and support
structures. Measurements were performed at a series of locations along
longitudinal (x) and transverse (y) directions at three different heights
(z1, z2, z3). More detail on the stress measurement methods can be
found in our recent publication [56].

4.3. Experiment by Wu et al

To diversify the validation set, we compared our TCN-QTM model
to experimentally measured distortion and residual stress in 316 L
stainless steel quadrilateral prisms built with a Concept Laser M2®
conducted by Wu et al. [40]. The prisms were built in both the hor-
izontal and vertical directions and had a base length of 50mm, height
of 60 mm, and thickness of 10mm. Wu used digital image correlation
(DIC) to characterize the displacement field of the surfaces after re-
moval from the build platform by electrical discharge machining. Re-
sidual stress was measured by neutron diffraction.

4.4. TCN-QTM model parameters

The TCN-QTM model is run to compare against the experimental
artifacts here and in Wu et al. [40]. The TCN-QTM models uses the
exact same. stl file as used in the disk experiments and we created our

Fig. 5. Experimental samples: (a) Horizontal
clustered disks with 45mm diameter and 5mm
thickness built at different locations of the
substrate (note the probe of the coordinate
measuring machine (CMM)); (b) disks with
diameter 45mm and thickness 5mm built and
an inclination of 35° to the substrate; (c) disks
with thickness 5mm and diameters 45, 55, 65,
70 and 75mm; and (d) disks with 45mm dia-
meter and thickness 10, 15, 20 and 30mm.
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own. stl file to match the geometry reported in Wu et al. [40]. The
effective inter-layer dwell time is estimated by running a small simu-
lation experiment at mid-height of the part with the real layer thickness
and real inter-layer dwell time (50 μm and 10 s here). The effective
inter-layer dwell time is adjusted to such that the thermal decay rates
match. According to the experimental setup, support structures with a
thickness 5mm and a volume fraction of 42% are simulated by 2 su-
perlayers before the deposition of any part material. The substrate
temperature is set to 35 °C for AlSi10Mg and 80 °C for 316 L stainless
steel and the room temperature is set to be 20 °C to match the physical
values applied during disk printing (Section 4.1). The voxel size for all
horizontal disks (Case Nos. 1–2 and 4–14) is 3× 3mm along x and y,
and 1mm along z. The voxel size for the disks printed at a 35° angle
orientation to substrate (Case No. 2) and the prism samples is
2× 2×2mm. In all simulations, each single layer of voxels represents a
superlayer. The bulk material properties for AlSi10Mg and 316 L
stainless steel are given in Appendix A3.

5. Results and discussion

5.1. Case Nos. 1 and 2. Clustered and centered horizontal disks

Fig. 6 shows contours of the TCN-QTM modeled on-substrate and
off-substrate z-direction displacement, uw, and stress, σ, for the Al-
Si101Mg horizontal disk with diameter 45mm and thickness 5mm.
When the disk is on the substrate, the disk is rigidly constrained to the
substrate and thus the displacement of the disk is relatively small with
the z-displacement generally less than 0.1 mm (Fig. 6(a)); due to
thermal contraction, the z-displacement is mostly negative, except at
the edge of the disk where the edge pulls up due to the integration of
stress throughout the part. After the removal of the mechanical con-
straint in the SR phase, the “bowl” shape is even more distinct
(Fig. 6(b)), yielding a maximal edge to center displacement of ap-
proximately 0.28mm. Likewise, these trends hold for the 316 L TCN-
QTM model (data not shown).

The on-substrate von Mises stress in the disk is shown in Fig. 6(c).
The stress distribution is approximately uniform with the stress at the
center slightly larger than those near to the edge. The stress distribution
is approximately uniform because the von Mises stress exceeds the yield
stress throughout the majority of the material, relaxing to the yield
stress as modeled by the return mapping algorithm (Section 3.1). The
von Mises stress after the SR phase is shown in Fig. 6(d); the stress is

considerably reduced due to the release of the constraint (Section 3.3)
imposed by the fixed substrate.

The experimental ROCs of the horizontal clustered and centered
disks are shown in Fig. 7 for both (a) AlSi10Mg and (b) 316 L stainless
steel, along with the simulated ROC. The ROC values of cluster 1 and
cluster 2 were relatively consistent, indicating the repeatability of both
the Metal PBF process and CMM measurements. For centered AlSi10Mg
disks, the ROC ranged from 1247.77 ± 0.40mm to
1311.63 ± 4.67mm. The ROC of the AlSi10Mg disk clusters was either
within or close to this range, indicating that build location had little
effect on part distortion. Similar conclusions can be reached for the
316 L stainless steel disks. For both materials, the simulated ROC had
average relative errors of 16.5% (AlSi10Mg) and 3.8% (316 L stainless
steel), respectively, when compared to the measured data. Interestingly,
for AlSi10Mg, the model over-predicted the actual distortion whereas
for 316 L stainless steel, the model under-predicted the actual distor-
tion.

Fig. 8 shows the comparison between the experimental and simu-
lated on-substrate stress (σxx, σyy and σzz) along the diameter of the
316 L stainless steel disk at different z-heights (1.25, 2.5 and 3.75mm
from the disk bottom). The simulated results qualitatively match the
experimental results, both showing relatively high σxx and σyy, and
relatively low σzz at all three z-height levels. In addition, both experi-
ment and simulation show compressive stresses σxx and σyy near the
bottom of the disk (1.25mm) and high tensional stresses σxx and σyy at
the middle and top level of the disk (2.5 and 3.75mm). The simulated
distribution of σxx and σyy at the middle and top level of the disk match
the general trend of the experimental results with higher stress at the
center of the disk (y =22.5mm) and lower stress at the edge.

5.2. Case No. 3. Angled disk

For the angled disk, the predicted out-of-plane distortion of the top
surface by the TCN-QTM model both qualitatively and quantitatively
matches the measured top surface (Fig. 9). Both show larger displace-
ment along the inclination direction (major direction). The ROC along

Fig. 6. Case Nos. 1 and 2: Representative TCN-QTM model results for a
horizontally-built AlSi10Mg disk with diameter 45mm and thickness
5mm. (a) and (b) On-substrate and off-substrate z-displacement, uw, in the
disk. (c) and (d) On-substrate and off-substrate von Mises stress in the disk.

Fig. 7. Case Nos. 1 and 2: Experimental and TCN-QTM model ROC of
horizontally-built disks with diameter 45mm and thickness 5mm.
Representative CMM scan inset demonstrates an approximately radially sym-
metric displacement contour. (a) AlSi10Mg disks and (b) 316 L stainless steel
disks.
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the major direction was 410mm in the experiment and 335mm in the
simulation; a difference of 18.3% and similar to that observed in the
horizontal builds. In comparison to disks built with a horizontal or-
ientation, the distortion of the angled disk was greater, with the ROC
decreasing from 1086mm to 335mm. In the direction perpendicular to
the inclination direction, our TCN-QTM model over-predicts the dis-
tortion.

5.3. Case Nos. 4–14: disks with different diameters and thicknesses

A comparison between the TCN-QTM modeled and experimental
ROCs of disks with different diameters and thicknesses is shown in
Fig. 10. For disks with thickness 5mm and diameter 45, 55, 65, 70, and
75mm, the relative errors in the ROC between the simulations and
experiment are 16.5%, 8.1%, 0.7%, 3.9%, and 9.4%, respectively. Si-
milarly, for disks with diameter 45mm and thicknesses of 5 and 10mm,
the relative error between simulation and experiment were 14.4% and
9.0%. However, for thin disks with thickness 1, 2 and 3mm, the dif-
ference between simulation and experiment is much larger. This is
because when disks are thin, the distorted shape of the top surface is no
longer a “bowl” shape due to buckling, as shown by the inset in
Fig. 10(b); thin disk buckling is either an artifact of the support removal
process or perhaps a phenomenon not captured by our model indicating
that the TCN-QTM model may not be appropriate for thin-walled
structures. Lastly, the distortion of printed disks with thickness 15, 20,
and 30mm was so small that it could not be fit to a sphere. Likewise,
the TCN-QTM models predicts large ROCs of 2211, 3142 and 4651mm,
respectively.

5.4. Comparison to quadrilateral prisms built by Wu et al

Fig. 11 through Fig. 13 show the comparison of the experimental
results by Wu et al. [40] and the simulation results by our TCN-QTM
model. In general, although we ignored the details of laser scanning
patterns studied by Wu et al., the displacements from our simulations
both qualitatively and quantitatively matched the experimental results.
The prism built in horizontal showed a spherical distortion, with three
corners bending away from the substrate (Fig. 11). The displacements
along x and y were induced by shrinkage after the prism is removed
from substrate. The prisms built in vertical direction also showed a
spherical distortion shape with the two bottom corners of the prism
bending away from the substrate (Fig. 12). The negative z displacement
at the bottom of the prism is due to Poisson’s effect.

Fig. 13(a–c) show the off-substrate stress contour in the vertically-
built prism predicted by the TCN-QTM model compared to the data
from Wu et al. There is a qualitative match between the experimental

Fig. 8. On-substrate stress along the diameter and at different z-heights of the 316 L stainless steel disk with diameter 45mm and thickness 5mm. (a) σxx,
(b) σyy, and (c) σzz.

Fig. 9. Off-substrate out-of-plane displacement of a disk built 35° to the
horizontal. Out-of-plane displacement is the component of u in the direction
normal to the disk face. (a) experiment and (b) simulation.

Fig. 10. ROC of horizontally-built AlSi10Mg disks with various diameters
and thicknesses. (a) ROC of disks with thickness 5mm and diameter 45, 55,
65, 70 and 75mm and (b) ROC of disks with diameter 45mm and thickness 1,
2, 3, 5 and 10mm.
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and predicted residual stress for σyy. However, the match between the
experimental and predicted residual stress for σxx and σzz is poor. As the
data from Wu et al. [40] was collected from of a different group and on
a different machine from our study, we cannot postulate that potential
source of deviation; we are reporting our prediction, despite the poor
match, for the sake of robust validation and full disclosure of results. It
is worth noting that the predicted residual stress profiles σxx, σyy and σzz
are consistent with the report that residual stress profile in Metal PBF
usually exhibits tensile stress at the top and bottom, and a zone of in-
termediate compressive stress in the middle [41], as predicted by our
model (Fig. 13).

5.5. Simulation efficiency

Lastly, our TCN-QTM model generally predicts temperature history
and part distortion in Metal PBF on the order of minutes. The total
number of elements in each simulation (part and support elements),
and the computational time for the TCN and QTM model are listed in
Table 3. As shown by the computational time required to solve Case
Nos. 8–14, the computational time is primarily driven by the height of
the part, hence number of superlayers. Additionally, simulations using
316 L stainless steel material properties take longer to solve than those

on AlSi10Mg because 316 L stainless steel induces larger thermal stress
and consequently requires NR iterations to converge.

6. Conclusion and future studies

This manuscript detailed the second part of a combined temperature
prediction (thermal circuit network (TCN) in part 1 [1]) and quasi-
static thermal mechanical (QTM) model to predict part distortion and
residual stress in parts printed by metal powder bed fusion (PBF).
Furthermore, the model simulates the support-removal process, and
hence both on-substrate and off-substrate displacement and residual
stress can be predicted. The TCN-QTM model is validated against ex-
perimental data of disk samples with different dimensions and build
orientations, demonstrating a relative error less than 20% in terms of
radius of curvature at the top surface of the disks and an agreement in
the trends of the residual stress. Moreover, the distorted shapes of
horizontally- and vertically built prisms predicted by the QTM model
both qualitatively and quantitatively match the distortion measured by
Wu et al [40]. The combined TCN-QTM model is very fast in compar-
ison to existing Metal PBF prediction algorithms, providing predictions
on the order of ten minutes; the ability to provide a computationally

Fig. 11. Distortion of a horizontally-built prism after being removed from
the substrate. (a), (c) and (e) are x, y and z components of the displacement
vector u predicted by our model. (b), (d) and (f) are x, y, and z displacement
measured with Digital Image Correlation by Wu et al [40] (Reprinted with
permission from The Minerals, Metals & Materials Society).

Fig. 12. Distortion of a vertically-built prism after being removed from the
substrate. (a), (c) and (e) are x, y and z components of the displacement vector
u predicted by our model. (b), (d) and (f) are x, y, and z displacement measured
with Digital Image Correlation by Wu et al [40] (Reprinted with permission
from The Minerals, Metals & Materials Society).
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efficient distortion and stress prediction enable future studies into part

orientation and support design optimization for autonomous process
design.
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Appendix A

A1. Justificationand Discussion of Abstraction 1

In practice, the melt pool is 4–8 real layers of material thick [43]. Our chosen superlayer thickness of 1mm is 20–30 real layers thick, and is
larger than a melt pool depth. To better understand the trade-off between computational efficiency and model accuracy, we performed convergence
studies with the superlayer thickness being the independent variable (Fig. A1); this is similar to mesh convergence studies using FEM. A superlayer
thickness on the order of 1mm yields a ROC value that is approaching the converged value of ∼1250mm, but still requires on the order of ten
minutes of computation time. Further, reducing the superlayer thickness by an order of magnitude to 0.125mm increases the computation time by
an order of magnitude, which is an unacceptable tradeoff for the intended use of our TCN/QTM model in an optimization algorithm. In addition, the
superlayer abstraction, Abstraction 1, has been employed by a number of other Metal PBF models [44,57,58]. A superlayer thickness of 0.5mm is
used by [25], 1 mm by [37], and 2mm by [44], and thus our superlayer thickness of 1mm is consistent with common practice.

Fig. 13. Residual stress in the vertically-built
prism after being removed from the substrate
predicted by the TCN-QTM model (Only stress
in the left half of the prism are shown due to
symmetry) and the comparison to stress mea-
sured by Wu et al. [40] (The measurement
started from z =15mm. The data were esti-
mated from the paper.): (a) σxx, (b) σyy, and (c)
σzz.

Table 3
Computational time for TCN [1] and QTM model. Case numbers are in re-
ference to Table 2.

Case No. Number of Elements TCN (min) QTM (min)

1 1456 2 2.5
2 1456 2 20
3 3440 6 25
4 2051 2 2
5 2688 2 3
6 3136 2 3.5
7 3598 2 4
8 565 2 <1
9 768 2 <1
10 960 2 <1
11 2496 2 4.5
12 3536 2 10
13 4224 2 15
14 6144 3 70
Horizontal prism 2842 2 39
Vertical prism 2280 6 23
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A2. Justificationand Discussion of Abstraction 2

It is well-known that scanning strategy drastically influences the stress field at each layer [58–61]. In particular, if the same scanning pattern is
used for each layer, the thermal stress will accumulate along a specific direction, driving larger distortion along that direction [58]. Accordingly,
many of the leading Metal PBF machine manufacturers rotate the scan pattern layer to layer to average out the influence of scan pattern over the
entire part; for instance, the EOS system used here rotates the scan pattern 67° at each layer. Importantly, there is considerable computational
efficiency to be gained by employing Abstraction 2 because there is no need for extremely fine meshes at the melt pool region; given this motivation,
other researchers have employed the same assumption [37,45]. Although it is a gross approximation of the real PBF process, we choose to sacrifice
prediction accuracy for two orders of magnitude improvement in computational efficiency. Our experiments detailed in Section 5 agree well with our
predictions, and similar models that employ Abstraction 2 have also demonstrated a match between the model predictions and experimental results
[37,45].

Fig. A1. Tradeoff between ROC convergence and computational time for different superlayer thicknesses for 316 L Stainless Steel and AlSi10Mg. Computation time is
on a log scale.

Table A1
Mechanical properties of AlSi10Mg.

Temperature (°C) Yield stress (MPa) Young’s modulus (GPa)

25 235 88.6
150 221 86.5
205 194 76.1
260 159 72.7
315 124 62.3
370 90 55.4
427 49 –

Table A2
Mechanical properties of 316 L stainless steel.

Temperature (°C) Yield stress (MPa) Young’s modulus (GPa)

27 290 193
149 201 190
260 172 181
371 159 172
482 148 162
593 140 153
704 131 143
816 110 132
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A3. Material Properties

Temperature dependent material properties and physical properties form AlSi10Mg and 316 L stainless steel are sourced from [62] and [63]
(Tables A1–A3).
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